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Mixed-integer linear programs, or MILPs, are combinatorial optimization problems defined
such as P : {min cTx | Ax ≤ b ; x ∈ N|I| × Rn−|I|} with A ∈ Rm×n, b ∈ Rm, c ∈ Rn, n the
number of variables, m the number of linear constraints and I the indices of integer variables.
MILPs are thus linear programs (LPs) with additional integrity constraints on a subset of vari-
ables. These integrity constraints make the problem non-convex, in fact, it is NP-hard in the
general case. We are interested in repeated problems of fixed dimensions {Pi = (Ai, bi, ci)}i∈N ,
which are understood as realizations of a random variable P following an unknown distribu-
tion D : Ω → Rm×n × Rm × Rn.

Mixed-integer programming solvers developed over the last decades have relied on the Branch
and Bound (B&B) algorithm [Wol21] to efficiently explore the space of solutions while guaran-
teeing the optimality of the returned solution. These solvers are based on complex heuristics
fine-tuned by experts on large MIP datasets to obtain the best average performance. In the
context of real-world applications, in which similar instances with slightly varying inputs are
solved on a regular basis, there is a huge incentive to reduce the solving time by learning effi-
cient tailor-made heuristics.

Directly extending the work of Marc Etheve [Eth21], this thesis proposes to discover new
B&B heuristics outperforming existing solvers using reinforcement learning (RL) algorithms. In
fact, many contributions have sought to reformulate the task of learning optimal branching poli-
cies as a tree Markovian decision process (MDP) [Eth+20; Sun+22; Sca+22; PLB22]. However,
tree MDPs represent a challenging setup for RL algorithms: credit assignement problem, large
state-action spaces yielding complex exploration and partial observability are as many predica-
ment hindering RL agents’ performance on high dimensional MIP instances. We argue that
learning better state representations acknowledging the tree structure of successive tree MDP
states is key to mitigate these challenges.

Contributions adapting models from Riemannian geometry and hyperbolic spaces to tradi-
tional deep learning architectures have florished over the last five years [Pen+21]. Owing to
their high capacity to model data exhibiting hierarchical (tree-like) structures, hyperbolic neu-
ral networks have been applied to improve performance in computer vision, natural language
processing and other tasks involving graph embeddings. In turn, we propose to harness the
inductive bias of hyperbolic neural networks [GBH18; SMH21] to learn better representations
of tree Markovian decision processes.
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